Abstract—In [1], we presented a new digital filter architecture, the multinotch, which minimized the computational latency while preserving numerical accuracy even in the presence of severe quantization. While this method is far more accurate than discretizing polynomial filters, it can still be susceptible to problems caused by a sample rate which is significantly higher than the frequencies of the features that the filter is trying to implement. This paper presents a modification, called \( \Delta \) coefficients, which preserve all the positive properties of the multinotch while dramatically increasing the numerical accuracy over a large frequency range.

I. INTRODUCTION

The multinotch [1], [2] shown in Figure 1 presents a new digital filter architecture, which minimizes the computational latency while preserving numerical accuracy even in the presence of severe quantization. This is especially useful for minimal latency control of mechatronic systems. The defining equations for the multinotch filter in [1] are given by

\[
d_0(k) = D_{P,0}(k-1) + u(k),
\]

\[
d_i(k) = \sum_{j=0}^{i} D_{P,j}(k-1) + \sum_{j=0}^{i-1} F_{P,j}(k-1) + u(k),
\]

for \( i \geq 1 \), and

\[
y_i(k) = \sum_{j=0}^{i} D_{P,j}(k-1) + \sum_{j=0}^{i} F_{P,j}(k-1) + u(k),
\]

for \( i \geq 0 \), where the delay precalculations are

\[
D_{P,j}(k-1) = -a_{j,1}d_{j}(k-1) - a_{j,2}d_{j}(k-2)
\]

and the output precalculations are

\[
F_{P,j}(k-1) = \tilde{b}_{j,1}d_{j}(k-1) + \tilde{b}_{j,2}d_{j}(k-2).
\]

Note that as the signal moves through biquad stages, sums get added to the precalculation. However, because these are all scaled the same, the sums that have already been computed can be reused. The final output, \( y(k) \), is obtained simply from the last biquad output, \( \bar{y}_n \), as

\[
y(k) = \bar{b}\bar{y}_n(k), \text{ where } \bar{b} = b_{n,0}b_{n-1,0} \cdots b_{1,0}b_{0,0}.
\]

This structure, shown in Figure 1 has several advantages [1], but a few key ones are:

- It retains the biquad form with the same poles and zeros as the original filter. The coefficients for the individual biquad sections can be computed independently of each other, retaining most of the physical intuition in the filter, even after discretization.
- \( \tilde{d}_i(k) \) and \( \tilde{y}_i(k) \) are computed from summing precalculated terms with the current input, \( u(k) \).
- Once \( u(k) \) is available, the computation of \( y(k) \) involves two additions of precalculated terms and one multiplication by \( \bar{b} \). This means that the computational latency between the measurement input and the filter output is very small and independent of filter length.

While this method is far more accurate than discretizing polynomial filters, it can still be susceptible to problems caused by a sample rate which is significantly higher than the frequencies of the features that the filter is trying to implement. This paper presents a modification, called \( \Delta \) coefficients, which preserve all the positive properties of the multinotch while increasing the numerical accuracy over a large frequency range. While the \( \Delta \) coefficients draw inspiration from the \( \delta \) transformation [3], [4], [5], [6], only the coefficients and not the signal space are modified.

II. MULTINOTCH FILTER COEFFICIENTS

| \( f_{N,i} \) | Center frequency of numerator (Hz) |
| \( \omega_{N,i} \) | Center frequency of numerator (rad/s) |
| \( Q_{N,i} \) | Quality factor of numerator |
| \( \zeta_{N,i} = \frac{1}{\sqrt{Q_{N,i}}} \) | Damping factor of numerator |
| \( f_{D,i} \) | Center frequency of denominator (Hz) |
| \( \omega_{D,i} \) | Center frequency of denominator (rad/s) |
| \( Q_{D,i} \) | Quality factor of denominator |
| \( \zeta_{D,i} = \frac{1}{\sqrt{Q_{D,i}}} \) | Damping factor of denominator |

**TABLE I**

PHYSICAL COEFFICIENTS USED TO SPECIFY A Biquad Section.
In [1] the filter was designed using the analog specification parameters of Table I and then digitized using pole-zero matching [7]. The biquad form means that there are no excess zeros to consider. The direct feedthrough for each digital biquad, \( b_{i0} \), was factored out, to be used in the computation of \( b \). It can be used as is or can be altered so that, for example, the DC gain of the biquad section will be closer and closer to 1. It can be used as is or can be altered so that, for example, the DC gain of the biquad section will be closer and closer to 1. It can be used as is or can be altered so that, for example, the DC gain of the biquad section will be closer and closer to 1. It can be used as is or can be altered so that, for example, the DC gain of the biquad section will be closer and closer to 1. It can be used as is or can be altered so that, for example, the DC gain of the biquad section will be closer and closer to 1.

The individual biquad coefficients are calculated as follows. For \( a_{i,2}, b_{i,2}, \) and \( T_S = \frac{1}{f} \) we have

\[
a_{i,2} = e^{-2\omega_D,i T_S \zeta_{D,i}} \quad \text{and} \quad b_{i,2} = e^{-2\omega_N,i T_S \zeta_{N,i}}. \tag{7}
\]

Whether the poles (or zeros) are a complex pair depends upon \( |\zeta_{D,i}| (|\zeta_{N,i}|) \). For \( |\zeta_{D,i}| < 1 \) we have a complex pair of poles and so

\[
a_{i,1} = -2e^{-\omega_D,i T_S \zeta_{D,i}} \cos \left( \omega_D,i T_S \sqrt{1 - \zeta_{D,i}^2} \right). \tag{8}
\]

If \( |\zeta_{N,i}| < 1 \) we have a complex pair of zeros and so

\[
\tilde{b}_{i,1} = -2e^{\omega_N,i T_S \zeta_{N,i}} \cos \left( \omega_N,i T_S \sqrt{1 - \zeta_{N,i}^2} \right). \tag{9}
\]

While these two cases represent cases when the desired filters have very sharp peaks or notches (for example to equalize a response with very sharp notches or peaks), there are other possibilities. For example setting \( |\zeta_{D,i}| = 1 (|\zeta_{N,i}| = 1) \) means that the poles (zeros) are real and equal, so

\[
a_{i,1} = -2e^{-\omega_D,i T_S \zeta_{D,i}} \quad \text{and} \quad \tilde{b}_{i,1} = -2e^{\omega_N,i T_S \zeta_{N,i}}. \tag{10}
\]

Finally, if \( |\zeta_{D,i}| > 1 (|\zeta_{N,i}| > 1) \) means that the poles (zeros) are real and distinct, so \( a_{i,1}, \tilde{b}_{i,1} \) are given by using the \( \cosh \) relation:

\[
a_{i,1} = -2e^{-\omega_D,i T_S \zeta_{D,i}} \cosh \left( \omega_D,i T_S \sqrt{2 \zeta_{D,i}^2 - 1} \right) \tag{11}\]

and

\[
\tilde{b}_{i,1} = -2e^{\omega_N,i T_S \zeta_{D,i}} \cosh \left( \omega_N,i T_S \sqrt{2 \zeta_{N,i}^2 - 1} \right). \tag{12}
\]

The entire conversion routine, which turns the physical parameters of Table I into discrete filter coefficients can be implemented in a short Matlab or Octave function.

### III. Effects of a Relatively Small \( T_S \)

A significant problem can arise when \( \omega_D,i T_S \) or \( \omega_N,i T_S \) get very small. Equation 7 implies

\[
\lim_{\omega_D,i T_S \to 0} a_{i,1} = 1 \quad \text{and} \quad \lim_{\omega_N,i T_S \to 0} \tilde{b}_{i,1} = 1. \tag{13}
\]

Similarly, since \( \cos(0) = \cosh(0) = 1 \), we can see from Equations 8, 10, and 11 (and 9, 10, and 12) that

\[
\lim_{\omega_D,i T_S \to 0} a_{i,1} = -2, \quad \text{and} \quad \lim_{\omega_N,i T_S \to 0} \tilde{b}_{i,1} = -2. \tag{14}
\]

This means that in the limit, both the numerator and denominator approach \( P(z) = z^2 - 2z + 1 \), which has two roots at \( z = 1 \). The effect of increased sample rate relative to a given feature frequency is to push that feature closer and closer to \( z = 1 \) on the \( z \) plane. While it is difficult to see on a \( z \)-plane plot, Tables II and III show two examples of the effect of sample rate on the quantized coefficients, by translating those back into poles and zeros.

The details of how the quantized values are obtained are in Section V, but for now we see that Tables II and III demonstrate that features in continuous time wind up as extremely small perturbations around \( z = 1 \) in discrete time.

We will see in Section V that these minor variations due to fixed point math give significant performance issues, as demonstrated by generating frequency responses of the different filters.

### IV. \( \Delta \) Coefficients

Fixing this problem in fixed point math might be attempted with adding extra bits to the fractional portion. We will see in the examples of Section V that this has limited positive effect, unless the number of added bits gets significant. If we add enough bits to achieve numerical accuracy, we risk making our multiplicands too wide to fit into the hardware multiplier blocks of the desired real-time processor or FPGA. For example, Xilinx FPGA multiplier blocks in Version 7, all feature multiplier blocks that multiply a pair of two-complement numbers that are 25 bits by 18 bits [8]. The point is that in FPGAs and fixed point DSPs, it is necessary to implement multiply and accumulate (MAC) operations with relatively narrow fixed point numbers. It is certainly possible to extend the width of multiplies using extra multiplier blocks in an FPGA or extra code in a DSP, but at the cost of extra delay [9].

Another option is to convert all the signals in the system away from a \( z \) Transform and to a \( \delta \) operator form [3], [4], [5], [6]. In [10], the filter is also broken into biquad sections and these are transformed using the \( \delta \) operator. However, this method adds some complexity to the filter operation. The method proposed below simply restores accuracy to the discrete coefficients without changing the basic math operations. Some further comparison will be done in Section VI.

The method here borrows the basic idea from \( \delta \) operator methods but notes that we are not concerning ourselves with the \( z \) terms per se being clustered around \( z = 1 \), but the roots of the biquad polynomials. As we saw in Section III, the \( a_{i,1} \) and \( \tilde{b}_{i,1} \) terms go to \(-2\) while the \( a_{i,2} \) and \( \tilde{b}_{i,2} \) terms go to 1. With this understanding, we can define:

\[
a_{i,1} = -2 + a_{i,1\Delta} \quad \text{so} \quad a_{i,1\Delta} = a_{i,1} + 2, \tag{15}\]

\[
a_{i,2} = 1 + a_{i,2\Delta} \quad \text{so} \quad a_{i,2\Delta} = a_{i,1} - 1, \tag{16}\]

\[
\tilde{b}_{i,1} = -2 + \tilde{b}_{i,1\Delta} \quad \text{so} \quad \tilde{b}_{i,1\Delta} = \tilde{b}_{i,1} + 2, \tag{17}\]

\[
\tilde{b}_{i,2} = 1 + \tilde{b}_{i,2\Delta} \quad \text{so} \quad \tilde{b}_{i,2\Delta} = \tilde{b}_{i,2} - 1. \tag{18}\]

Now, \( a_{i,1\Delta}, \ a_{i,2\Delta}, \ \tilde{b}_{i,1\Delta}, \ \text{and} \ \tilde{b}_{i,2\Delta} \) are small numbers. The smaller \( \omega_D,i T_S \) gets, the smaller \( a_{i,1\Delta} \) and \( a_{i,2\Delta} \) get.
Likewise the smaller $\omega, T_S$ gets, the smaller $\tilde{b}_{i,1\Delta}$ and $\tilde{b}_{i,2\Delta}$ get. However, we can split up the signal multiplications

$$a_{i,1\Delta}d_i(k-1) = -2d_i(k-1) + a_{i,1\Delta}d_i(k-1), \quad (19)$$

$$\hat{b}_{i,1\Delta}d_i(k-1) = -2d_i(k-1) + \hat{b}_{i,1\Delta}d_i(k-1), \quad (20)$$

$$a_{i,2\Delta}d_i(k-2) = d_i(k-2) + a_{i,2\Delta}d_i(k-2), \quad (21)$$

and

$$\hat{b}_{i,2\Delta}d_i(k-2) = d_i(k-2) + \hat{b}_{i,2\Delta}d_i(k-2). \quad (22)$$

In each of these, the first multiplication on the right is either a trivial multiply by 2, accomplished with a shift to the left by one bit, or it is a more trivial multiply by 1, accomplished by doing nothing. We can now concentrate on making the second multiply more accurate. In real numbers,

$$a_{i,1\Delta}d_i(k-1) = (2^E a_{i,1\Delta})d_i(k-1) 2^{-E}. \quad (23)$$

If we scale up $a_{i,1\Delta}$ by a number to maximize the number of significant digits in the fixed point representation, our multiplication will have the maximum accuracy. We can scale the product down by that same number for adding into the precalc sum. Likewise, we can do the same thing for the other $\Delta$ coefficients:

$$\hat{b}_{i,1\Delta}d_i(k-1) = (2^E \hat{b}_{i,1\Delta})d_i(k-1) 2^{-E}, \quad (24)$$

$$a_{i,2\Delta}d_i(k-2) = (2^E a_{i,2\Delta})d_i(k-2) 2^{-E}, \quad (25)$$

and

$$\hat{b}_{i,2\Delta}d_i(k-2) = (2^E \hat{b}_{i,2\Delta})d_i(k-2) 2^{-E}. \quad (26)$$

### A. Computing Scaling

How do we compute the scaling factor, $2^{-E}$? Consider a coefficient, $c_i$:

$$\log_2 |c_i| = x_i \text{ means } 2^{x_i} = |c_i|. \quad (27)$$

Let’s say we want to do multiplies with a coefficient that has a magnitude between 1 and 2. In this case we want

$$1 \leq 2^{-E_i} |c_i| < 2 \text{ or } 0 \leq \log_2 2^{-E_i} |c_i| < 1 \quad (28)$$

which means

$$0 \leq x_i - E_i < 1. \quad (29)$$

$E_i$ represents the integer part of $\log_2 |c_i|$ so,

$$\text{floor}(\log_2 |c_i|) \text{ will give us } E_i. \quad (30)$$
If we divide by $2^{E_i}$, it’s like multiplying by $2^{-E_i}$. What is the effect of this? If $E_i$ is positive, then we are shrinking the magnitude of the coefficient by a power of 2. If $E_i$ is negative, then we are raising the magnitude of the coefficient by a power of 2.

Now, for each of the floating point versions of $a_{i,1\Delta}$, $a_{i,2\Delta}$, $b_{i,1\Delta}$, and $b_{i,2\Delta}$ we could have a separate value of $E_i$. However, experience has shown that if the multinotch poles and zeros are grouped so that biquads have poles and zeros that are as close as possible to each other, a single value of $2^{-E_i}$ can be used for each biquad. If we pick

$$E_i = \max(E_{i,a1}, E_{i,a2}, E_{i,b1}, E_{i,b2}),$$

that is we pick the maximum of the negative exponents for the $\Delta$ coefficients, then we will be multiplying by the minimum $2^{-E_i}$.

### B. Implementing $\Delta$ Coefficients

Now, rewriting (4)

$$D_{P,i}(k-1) = -a_{i,1}\tilde{d}_i(k-1) - a_{i,2}\tilde{d}_i(k-2)$$

$$= (2 - a_{i,1\Delta})\tilde{d}_i(k-1) - (1 + a_{i,2\Delta})\tilde{d}_i(k-2)$$

$$= D_{PW,i}((k-1) + D_{PF,i}((k-1)$$

where

$$D_{PW,i}(k-1) = 2\tilde{d}_i(k-1) - \tilde{d}_i(k-2)$$

and

$$D_{PF,i}(k-1) = -a_{i,1\Delta}\tilde{d}_i(k-1) - a_{i,2\Delta}\tilde{d}_i(k-2)$$

The fractional precalc can be done in two steps as:

$$D_{PFL,i}(k-1) = -(2^{-E_i}a_{i,1\Delta})\tilde{d}_i(k-1)$$

$$= -(2^{-E_i}a_{i,2\Delta})\tilde{d}_i(k-2).$$

(37)

$$D_{PF,i}(k-1) = 2^{E_i}D_{PFL,i}(k-1).$$

(38)

The coefficients in (37) are computed from the floating point numbers, $2^{-E_i}a_{i,1\Delta}$, and $2^{-E_i}a_{i,2\Delta}$, before being converted to fixed point. Once the multiplication has been done with high precision, the product is shifted back in (38) for addition with $D_{PW,i}(k-1)$. If the scaled down product is insignificant compared to $D_{PW,i}(k-1)$. However, the high precision multiplication means that if the product is significant, it is also accurate.

We repeat the process with the output precalc. Rewriting (5)

$$F_{P,i}(k-1) = \beta_{i,1\Delta}\tilde{d}_i(k-1) + \beta_{i,2\Delta}\tilde{d}_i(k-2)$$

$$= (2 - \beta_{i,1\Delta})\tilde{d}_i(k-1) - (1 + \beta_{i,2\Delta})\tilde{d}_i(k-2)$$

$$= F_{PW,i}((k-1) + F_{PF,i}((k-1)$$

where

$$F_{PW,i}(k-1) = 2\tilde{d}_i(k-1) - \tilde{d}_i(k-2)$$

and

$$F_{PF,i}(k-1) = -\beta_{i,1\Delta}\tilde{d}_i(k-1) - \beta_{i,2\Delta}\tilde{d}_i(k-2)$$

The fractional precalc can be done in two steps as:

$$F_{PFL,i}(k-1) = -(2^{-E_i}\beta_{i,1\Delta})\tilde{d}_i(k-1)$$

$$= -(2^{-E_i}\beta_{i,2\Delta})\tilde{d}_i(k-2).$$

(44)

$$F_{PF,i}(k-1) = 2^{E_i}F_{PFL,i}(k-1).$$

(45)

The equations above illustrate one of the beauties of the $\Delta$ coefficient approach. While there are a few extra additions and right shifts of multiplied values in the precalculation portion of the filter, there are no extra multiplies. Instead many of the existing multiplies have been made far more accurate. Additions and shifts are extremely easy operations in digital hardware, and therefore the added computational burden of this extra accuracy in very small.

### V. EXAMPLES

<table>
<thead>
<tr>
<th>Example 1</th>
<th>$f_{N,a}$ (Hz)</th>
<th>$Q_a$</th>
<th>$f_{N,d}$ (Hz)</th>
<th>$Q_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>40</td>
<td>100</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Example 2</th>
<th>$f_{N,a}$ (Hz)</th>
<th>$Q_a$</th>
<th>$f_{N,d}$ (Hz)</th>
<th>$Q_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>1</td>
<td>200</td>
<td>1</td>
</tr>
</tbody>
</table>

**TABLE IV**

FILTER PARAMETERS FOR BOTH EXAMPLES.

In order to compare filters, a set of filter parameters was chosen in the form of sets analog biquad parameters, such as those in Table IV. Unlike the examples in [1], only a single biquad was needed to demonstrate the desired effects. For a given set of biquad parameters, the sample frequency was varied between 10 kHz, 100 kHz, and 1 MHz. In the first example from Table IV, a high Q notch filter was chosen, centered at 100 Hz. In the second example, a lead-lag filter was implemented where the lead natural frequency was set to 100 Hz and the lag natural frequency was set to 200 Hz.

The poles and zeros from these examples have already been presented in Tables II and III Section III.
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**Fig. 2.** Notch with $f_s$ and $f_d$ at 100 Hz, $Q_a = 40$, $Q_d = 4$, no quantization. Sample frequencies are $f_s = 10$kHz, $100$kHz, and $1$MHz. With no quantization, there is effectively no difference.
the form of a single biquad, essentially a single notch in the same form as the filters in [1]. The coefficients of the digital filter were then scaled up by a quantization factor, say $2^{16} - 1$ for an s2.16 quantization. The scaled up coefficients were then fixed (fractional portion removed) and scaled down by the same quantization factor. Thus, floating point numbers were made to represent fixed point coefficients. Frequency responses were computed for the filters with floating point coefficients and with quantized coefficients. The same original filter specifications were used to show the variation with sample frequency. Finally, these were compared to a quantized biquad implemented with $\Delta$ coefficients. The three sample rates of $f_S = 10$ kHz, 100 kHz, and 1 MHz were adequate to demonstrate the result.

With floating point coefficients, we can see from Figures 2 and 6 that the filters are essentially unaffected by the change in sample frequency. Quantizing the filter coefficients to a s2.16 format, as shown in Figures 3 and 7 shows that while the quantized filter is accurate at $f_S = 10$ kHz, it becomes inaccurate at $f_S = 100$ kHz. With $f_S = 1$ MHz, the plot is off scale. The situation improves some by adding more bits to a s2.23 format, as shown in Figures 4 and 8, however none of these are at all accurate. In fact, both figures demonstrate one of the dangers of quantizing such parameter values, the nonlinear degradation. In both examples the filter response at $f_S = 1$ MHz is more accurate than that at $f_S = 100$ kHz. The success of the $\Delta$ coefficients is demonstrated in Figures 5 and 9. Using only s2.16 $\Delta$ parameterized coefficients, we have essentially restored the filter accuracy for all three sample frequencies.

VI. $\Delta$ COEFFICIENTS VERSUS $\delta$ PARAMETERIZATION AND FLOATING POINT

In contrast with the $\Delta$ coefficients which maintain the delay form ($z^{-1}$) of the discrete filter while improving the coefficient accuracy, the $\delta$ parameterization [3], [4], [5], [6] pushes the discrete parameters closer to the continuous time parameters and the filter calculation are transformed from step form to a differential form. Most similar to the method here is [10] which breaks the filter into biquads as well and then applies the $\delta$ parameterization to each biquads. The assumption when using this is that the filter has been somehow discretized already and then is reparameterized using a forward rectangular rule integration approximation. In the $\Delta$ coefficient formulation, each biquad is discretized in the delay form (\(S\delta\)) of the discrete filter while improving the numerical accuracy.
frequency is several orders of magnitude higher than the frequencies of filter features. In order to correct this while still maintaining fixed point math, suitable for high speed, real time implementation on an FPGA or a DSP, the $\Delta$ coefficient parameterization has been presented. This restores the performance of the multinotch, while adding only a few extra precalculations and no extra bits. The $\Delta$ coefficients extend the range and accuracy of the multinotch without affecting the physical intuition of the filter, which we have asserted is highly desirable in debugging the physical behavior of a system.
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